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Abstract—Large enterprises usually require Virtual Pri-
vate Network (VPN) services provisioned by the network
operator. Also, there is an emerging need for supporting
multicast communications, i.e. one host communicate with
other hosts located in multiple remote sites. While MPLS-
based IP VPNs are proven to be scalable, current approaches
for extending it with multicast features involve potential
state explosion, some bandwidth inefficiencies in the operator
network or complex management tasks to find a good bal-
ance between forwarding state and bandwidth usage. These
properties are direct consequences of the current MPLS
and network-layer multicast forwarding approaches, as state
should be maintained in the forwarding plane for each tree
in each intermediate node.

In this paper, we build on a stateless Bloom-filter-based
forwarding plane installed in the service provider’s network.
By moving the state into the packet headers from the nodes,
new trade-offs appear due to the probabilistic nature of
Bloom filters. We highlight autonomic scenarios, such as self-
configuration of addresses, resource management in the net-
work, simple autonomic provisioning of dynamic multicast
trees and self-optimization of forwarding performance.

I. INTRODUCTION

Autonomic computing is [1] a rather well established
term in computer science. More recently, work has been
started for extending the autonomic computing concepts
in order to create complete self-managing systems to
establish autonomicity in the networks. The motivation
is clear and comes from both academia and industry. It
includes complexity and cost of operation, or to provide
the way forward to enable pervasive and ubiquitous com-
munications. Becoming able to develop communication
networks that can self-manage without the conscious ef-
fort of the operator or the user is the overarching vision
that is believed to be achievable through the utilization of
self-* properties [2].

For a system to be autonomic, it should have
several self-* properties such as self-awareness, self-
configuration, self-healing etc. The EFIPSANS research
project is taking an evolutionary approach to imple-
ment these properties into existing and future systems
through a Generic Autonomic Networking Architecture
(GANA) [3]. As a main enabler the GANA uses control-
loops for achieving full self-manageability of communi-
cations systems by design. The GANA control-loops can
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Fig. 1. The control loops in GANA

be applied at four different levels of abstraction from the
lower protocol level, then the function level (eg. routing,
mobility) up to the higher node and network levels. Figure
1 shows a model of a generic autonomic networked system
and its associated GANA control-loop for implementing
autonomicity. In the GANA model, Decision-making Ele-
ment (DE) drive the control loops.

In a simplified view, the control loops work as the
following. DEs are gathering information from the re-
sources/Managed Entities (ME) they manage, from moni-
toring components, and also, from their peer and sibling
DEs. Based on their view, they execute an autonomic
behavior/select an algorithmic scheme/or a policy that they
enforce on the Managed Entity. Now, the network state
may change based on the actions, and that can trigger new
behaviors in this DE, or any other DEs inside the node or
in the network.

The focus of this paper is on an experiment to bring
autonomicity into virtual network provisioning for enter-
prises. To realize this, we investigate some autonomic
properties of legacy MPLS-based VPNs and a novel so-
lution, which is utilizing a stateless, Bloom filter-based
forwarding in the network, developed by another research
project involving the authors. We apply the GANA-model
according to requirements [4] to our architecture, called
Multiprotocol Stateless Switching [5], to reveal its contri-
butions to the design for autonomicity.

The rest of the paper is organized as follows. Section II



introduces the technical background of this work. Sec-
tion III shows autonomic behaviors in the VPN architec-
ture. After overlooking the related work in Section IV,
Section V concludes the paper.

II. BACKGROUND
A. Layer 3 Virtual Private Networks

Sites in physically separated locations can be connected
over operator’s MPLS network as depicted in Figure 2.
Customer VPN sites connect with Customer Edge (CE)
routers to the Provider Edge (PE) routers. MPLS tunnels
are set up between PEs, and operator’s routers (P) forward
traffic with MPLS labels [6].

The VPN routing information is exchanged between
PEs using BGP. The PEs maintain the needed forwarding
entries for the VPN that they serve. Overlapping address
spaces are supported in the architecture.

Unicast forwarding uses two stacked MPLS labels; the
outer label is used for PE to PE forwarding, and the inner
label for delivering the packet to the correct customer VPN
at the egress PE. The inner MPLS labels are advertised
using BGP.

When the customers require IP multicast commu-
nication between receivers in different sites, point-to-
multipoint connections are needed.

The early, and the most deployed solution [7] utilizes
PIM (Protocol Independent Multicast) for multicast rout-
ing information distribution, and GRE-based tunneling for
data delivery. For each VPN, all multicast data packets are
forwarded on the VPN-specific multicast tree, spanning all
the PEs serving sites for the specific VPNs. If there are no
receivers for a certain multicast group in a certain remote
site, traffic is wasted. Therefore, the specification allows
to set-up dedicated multicast trees for specific multicast
groups in the core; this way, bandwidth is not wasted,
but even more forwarding state appears in the Provider
routers, which might negatively affect scalability.

In the Next Generation Multicast VPN architecture [8],
the control plane is utilizing BGP, just as in the unicast
case. For delivering data packets, the options include
IP multicast, ingress replication (utilizing only unicast
tunnels), MPLS point-to-multipoint LSPs signalled with
RSVP or LDP. The trees can be shared between different
VPNs, and can be used by several customer multicast
groups. The trees can be selective trees, covering only a
subset of PEs belonging to a VPN. The specifications offer
a powerful set of tools to be able to fine-tune the trade-offs
between bandwidth usage and state inside the operator’s
network. However, complex algorithms are used to decide
that in which multicast tree the customer multicast groups
are bound to, as the number of trees maintained in each
node is limited. Consequently, tree aggregation techniques
are used, with the expense of extra traffic to uninterested
PEs.
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Fig. 2. L3VPN scenario

B. Forwarding with in-packet Bloom filters

As shown in our prior work [9], source routes and trees
can be efficiently encoded into the packet header using
Bloom filters [10] and locally naming links instead of
nodes. Once the path or tree is determined, the forwarding
identifier, called in-packet Bloom Filter (iBF), is formed
by compressing the set of link identifiers into a Bloom
filter by ORing them together (see Figure 3 a).

A link identifier is a fixed length, m-bit long string,
with k bits set to one, where k < m, and m is relatively
large. Each node has a function Z(L, I'), which is used to
compute the link identifier based on local information L
and some information I from the packet header. A simple
method in LIPSIN [9] is for each node to store one or more
static link identifiers and then to choose the one used based
on a value carried in the packet.
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Fig. 3. Forwarding with in-packet Bloom Filters

The forwarding node makes a forwarding decision for
each outgoing link o by checking if the iBF Z contains
the Link Identifier L,, i.e. if (Zp A L,) = L,. If this
is the case, the packet is sent out of that interface (see
Figure 3 b). If the iBF matches multiple outgoing Link
IDs at the node, then the packet is forwarded to each of
them, resulting in multicast. The BF matching process
results sometimes in false positives. In iBF forwarding,
this causes some additional packets to be delivered in
the network, typically over one link. The probability of
false positives increases when more links are added to an
iBF. For performance and security reasons, the maximum
number of bits set to one is limited to a certain percentage
of total bits in iBF, e.g. to 50%.

In [11], it is shown that storing and using a key as
the local input value for Z(L, I), it is possible to achieve
constant sized forwarding table and improve security. For



example, the link identifier calculation can be based on
the flow information (IP 5-tuple), quality-of-service bits,
MPLS label, the incoming interface, the outgoing inter-
face, and the actual key. This means that the iBF is only
valid on its intended path, only for a specific time and
quality of service, and only with the given 5-tuple.

C. MPSS: Multiprotocol Stateless Switching

MPSS (Multiprotocol Stateless Switching) [5] is a con-
tinuation of the work on the in-packet Bloom filter based
forwarding layer. Shortly, MPSS targets those networks
where currently MPLS is installed for reasons such as flex-
ible management of traffic, rerouting around failures, or
providing Layer 2 or Layer 3 VPN services, both unicast
and multicast. The primary difference in the concept of
the two systems that in MPSS, MPLS labels are replaced
by small Bloom filters, encoding the path or the tree the
packet needs to follow. Thus, in the default case, the state
related to the Label Switched Paths (LSPs) are drastically
reduced, as in MPSS, the iBF already holds sufficient
forwarding information about the whole path or tree in the
MPSS-enabled network.

To provide the sender with an iBF, the network needs
to perform three or four steps: a) compute the path, b)
determine an iBF corresponding to the path, ¢) optionally,
reserve the resources on the forwarding nodes, and d)
providing the sender with the iBF. These steps can each
be performed separately, and each can be accomplished
either in an off-path or in an on-path, hop-by-hop manner.
The off-path solutions utilize a link state routing protocol
such as OSPF-TE, IS-IS-TE, or other similar protocol, for
distributing link state information. The on-path solutions
rely on extending existing hop-by-hop protocols. Most
often the path computation and iBF determination steps
are combined, but it is possible to use, e.g., off-path
path computation and on-path iBF collection. Another
possibility is to combine resource reservation and iBF
provisioning into a single step.

While we refer to [5] for further details on the architec-
ture, we briefly sketch two scenarios to emphasize the flex-
ibility of MPSS. In the first scenario, consider that the tree
is requested by the source node with requirements such
as bandwidth constraints from a remote Path Computation
Element (PCE). The PCE computes the tree satisfying the
constraints, and sends the information to the source. With
the strict source routing information, the source initiates
an RSVP-TE process, where the resources are reserved
and the iBF is calculated hop-by-hop according to the
forwarding decision (and based on some flow information,
optionally, cf. as in zFormation [11]. In another scenario,
the source node can compute the iBF, as OSPF-TE could
be extended to advertise the link identifiers. Now, each
node can compute the tree and even the iBF, and if re-
source reservation is not needed, the iBF can be imme-
diately used for communication, without any additional

signalling delay (cf. RSVP-TE explicit routes with zero
bandwidth reservation, where the hop-by-hop path setup
is still needed to configure the forwarding tables).

One promising application of MPSS is provisioning
Multicast VPN services to organizations. As a forwarding
solution in the service provider’s network provisioning
Multicast VPNs, MPSS has the promise of easing the
trade-off and the difficult process of fine-tuning, as it
offers stateless multicast, though with the penalty of false
positives, i.e. a controllable amount of unnecessary packet
forwardings due to probabilistic reasons.

III. AUTONOMIC BEHAVIORS IN THE VPN
ARCHITECTURE

In this section, we show the application of GANA to
our in-packet Bloom filter based forwarding architecture,
and the L3VPN architecture, offered by MPLS or MPSS-
enabled networks. We also show that how some of our
previous design choices can be implemented in autonomic
manner during the network operation.

A. Self-configuration of forwarding table entries

The iBF-based forwarding utilizes source routing. The
link identifiers do not need to be centrally allocated in this
system. Each node can select a random bitstring, which is
long enough to avoid collision within the network (eg. 256
bits) and can determine the bit positions where the link
identifier is set to one by applying k independent hashing
functions with output values 1..m to it. The resulting link
identifier is an m-bit long bitstring with & bits set to one.
Link identifiers are uni-directional, which means that no
coordination is needed with the neighboring nodes apart
from a neighbor discovery procedure (note that capability
description and negotiation might be still needed in some
scenarios).

The determined link identifiers are then advertised with
a link state routing protocol towards all nodes or to a cen-
tral entity. The self-configuration of the local ”addresses”
and the distribution of them via a routing protocol make
it possible to determine and use MPLS-like source routing
paths in the network without any additional signalling. If
bandwidth reservation is required, as in the RSVP-TE case
for MPLS, we envision a bandwidth broker-like Decision
Element (see III-C).

In the dynamic case, routers have a secret key, which
they either share securely with entities computing iBFs
(possibly few elements only), or the iBF-calculation
should be done hop-by-hop with a signalling message,
giving up some benefits of the favorable properties of self-
configuration.

B. Auto-configuration of VPNs

A relevant security threat in any VPN architecture is
the so-called cross-connectivity threat, which means that
traffic from one VPN leaks into another VPN, due to



misconfiguration or physically connecting the CE to the
wrong ’slot”.

Misconfiguration errors can be better avoided, if manual
intervention is restricted. In the case of a VPN network,
this means using a central management system, where
authentication of new CEs are performed and the configu-
ration is automatically sent to the PE router. Basically, the
new configuration information needed for the router is the
Route Target (RT) attributes for BGP advertisements, and
the new set of incoming and outgoing RTs.

When a new CE is connected to the PE, it authenti-
cates itself to the Network Level VPN Management DE
(or possibly to the Security Management DE). After the
authentication phase, the VPN Management DE informs
the Routing DE in the PE node about the configuration it
should apply, and finally the BGP parameters are set in the
node via the appropriate Managed Entity.

Also, in the unicast case, PE-to-PE tunnels has to be
built, if the newly connected site belongs to a VPN the PE
has not been connected before. If the MPLS tunnels are
built with LDP, then the tunnel set up will be immediately
started, as it should be initiated by the egress PE. In the
case of RSVP, the set up should start from the ingress node
- the state-of-the-art solution is automesh [12], where PEs
advertise their existence with OSPF-TE Opaque LSAs, so
others can initiate LSP set-up after receiving the informa-
tion.

Because of the different nature of MPSS, the automesh
solution might not be needed. By only getting the BGP
route updates, the ingress PEs can itself compute or ask a
remote entity to calculate an iBF to the newly connected
egress PE. Similar considerations are applicable to the
multicast case: by knowing the receiver PEs, an appropri-
ate representation of the multicast tree can be computed
locally or remotely, without the need of configuring the
intermediate nodes.

C. Resource-aware routing

By definition, Traffic Engineering has the task of im-
proving the network’s resource utilization by controlling
what paths the traffic takes. TE as such is one of the most
important features of MPLS/GMPLS networks.

In MPLS, traffic engineered LSPs are set up with
RSVP-TE. Usually, constraints are given for the path and
a candidate path is calculated. Finally, the new LSP is
signalled hop-by-hop, meaning that the forwarding tables
are set, and the resources are reserved in the control plane.

Restricting to only intra-domain operation, the process
can be described by applying the GANA model and using
the iBF-based forwarding. We assume a Network Level
Resource Management DE, which is aware of all resource
reservations in the network. In the Provider Edges, Node
Level Resource Management DEs (RM DEs) operate. The
Node Level RM DEs see the resource situation in the
network by periodically synchronizing with the Network

Level RM DE. When a path is requested with some
constraints (usually by the source), they respond with a
suitable path to the co-located iBF Provisioning DE, and
inform the Network Level RM DE how it modified the
resource situation in the network. This ensures that the
Network Level RM DE always sees the current resource
reservations. When the iBF is calculated by the iBF Provi-
sioning DE, it is installed into the forwarding table by the
Function Level Routing Management DE at the source.

In some scenarios, there is no Node Level Resource
Management DE, and the path selection and the iBF
calculation (by the iBF provisioning DE) is performed
remotely, in a central entity (cf. the PCE model in GMPLS
networks).

The Resource Management DEs can be stateful. By
keeping track the resource reservations for each path, they
can modify the path and thus reorganize the resource
situation in the network, if needed. This is the consequence
of the fact that the reservation requests arrive one-by-
one, and can leave dynamically and in many cases better
resource allocation can be achieved, if the arrival and
leaving "history” is not considered.

Finally, in a multi-domain network, we envision a (G)-
MPLS-like multi-domain solution, where a set of Path
Computation Elements (PCEs) are responsible for com-
puting the whole path, by each computing a separate
segment.

D. Autonomic provisioning of dynamic multicast trees

In a dynamic environment, the membership of multicast
groups constantly change. In many cases, the multicast
trees in the operator’s network need not to be adjusted:
for example, a new receiver joins but the site already has
receivers for the group.

However, if the new receiver is the first in the site
joining the group, the multicast tree in the service provider
might be changed in the MPLS case, and the iBF must be
modified in the MPSS solution.

Consider that the multicast tree in the operator that
carries the customer’s multicast group G originates from
PFE;, and covers PFE5, PE5. Now, a new receiver, behind
PFE, joins the multicast group.

We select one scenario from the options of L3VPN
specifications, where the packets of G are carried by an
RSVP-signalled point-to-multipoint LSP 7", and other cus-
tomer multicast groups, some even belonging to different
VPNs are transported on 7. Now, when PF is informed
via BGP that the multicast group has a new receiver, it
has to make a decision. If there exists a tree 15, that
cover exactly the receivers of G, then the group is put
to that tree. If it is not available, multiple options exist.
One option is that it extends 71" by adding PE, with the
appropriate RSVP signalling sequence. This means that
the other multicast group’s packets will be transported to
PFE,4, by wasting some bandwidth in the core network.
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Another option is that it binds G to another existing tree
T3, which covers PE,, PE>, PE3, PE,, and some other
PEs. The third option that it initiates the creation of a new
tree Ty, covering the receivers of G.

The decision of the ingress node is based on the policy
and the following viewpoints: how much bandwidth is
wasted with the different options? What is the utility of the
new tree? For example, if G carries low-bandwidth traffic,
creating T} for the sake of G is not beneficial, as the state
maintenance require additional complexity. In this case, it
might be a good decision to bind G to T3, even if some
PEs will get the packets unnecessary.

When utilizing MPSS in the service provider’s network,
the decision to be made in the ingress node is simpler. The
ingress node has to acquire an iBF, that describes a tree,
covering PF,as well. This can be achieved by requesting
from local or remote DEs an iBF describing the path from
PFE; to PE,, which is ORed to the iBF used earlier. If
advanced traffic engineering is applied, the operations are
similar as it was described shortly in ITI-C.

E. Self-optimization of forwarding performance

Due to false positives in Bloom filters, the iBF-based
forwarding has a certain overhead, increasing for larger
trees. The forwarding overhead (the ratio of total sent
bytes to the useful traffic, including per-packet overhead)
for different Bloom filter sizes can be found for the
AS3257 topology (161 nodes, 328 links) on Fig. 4.

We describe how the network can autonomously react
to increased amount of false positives for certain multicast
trees. First, the network has to find which Bloom filter
causes too much extra overhead. This can be determined
by seeing that the fill factor (the ratio of 1s in the iBF) is
above a threshold, say 30-40%. Additionally, the ingress
node (the iBF Provisioning DE) periodically can check
that exactly how much false positives happen - this can

be done by following the packet’s route on the graph of
the network.

By interaction of the iBF-provisioning DE and the Re-
source Management DE, the decision can be made to split
the Bloom filter into two, ie. serving the receivers of the
multicast group with two trees; one set is served by the first
tree, while the other is with the second. This means that the
unnecessary forwardings due to false positives decrease,
but some copies might traverse the same link multiple
times (if it is impossible to create to disjunct trees from the
original one). This depends not only the amount of false
positives, but also the extra traffic caused by the group; the
benefit of applying this optimization for a high-bandwidth
group is much higher than for a group producing a few
kbit/s traffic.

Another possible operation is to increase the size of
the Bloom filter. While this means that the per-packet
overhead will be larger, the number of false positives, thus
the amount of extra forwardings decrease. This operation
can be for example implemented by allowing a set of “’link
identities” for a single node, which are of different sizes,
and can be referenced by an index (a modification of an
idea found in [9], [13], where each link identity is of the
same size). The packets, apart from the iBF, contain also
the index telling the node which link identity’s presence
to check. When the link identifiers are calculated dynam-
ically for each packet, this index will be one parameter
for the link identifier calculation algorithm. The decision
to increase the size of the iBF should be performed in
concert of several DEs, and is based on the characteristics
of the multicast group - bandwidth, typical packet sizes
(could be provided by a so-called Monitoring DE with
the task of collecting statistics about the network usage),
the fill factor of the iBF (can be retrieved from the iBF-
provisioning DE) and the overall resource situation in the
network (Resource Management DE). As an example, a
low bandwidth multicast group experiencing too many
false positives may not waste as much bandwidth as a high
bandwidth multicast group sending packets over one or
two extra links. In the latter case, the length of the iBF
should be increased.

So far, the forwarding fabric is quasi-stateless, and now
we present how the overall performance can be increased
by adding a small amount of state into the forwarding
nodes. LIPSIN introduced the notion of virtual links; a set
of links can be referenced by a single link identifier. While
the new link identifier has to appear in the forwarding table
of each node on the virtual link, the fill factor of the iBF
is reduced as only one link identifier is inserted instead
of several ones. When the decision is made to create a
virtual link, the Function Level Forwarding DE needs to
be notified to add the state into the forwarding table.

Another virtual link-style optimization technique is to
add a dedicated forwarding state into each intermediate



node for the multicast group. A bit in the forwarding
header can indicate whether a tree identifier or an iBF
is present in the packet header. This can be beneficial
for medium- and large multicast groups, with medium- to
large bandwidth demands.

IV. RELATED WORK

Basically, our approach is a new framework for fine-
tuning the difficult and intrinsic trade-off of bandwidth
usage and amount of forwarding state with respect to
multicast trees in MPLS VPNs.

As for MPLS multicast, Edge Router Multicasting [14]
and the scheme proposed by Boudani et al [15] are tech-
niques to build point-to-multipoint LSPs by utilizing only
unicast LSPs in the network. In these solutions, the amount
of links a multicast trees contain is not optimal.

Focusing also on the state usage of MPLS multicast
trees, Solano et. al propose the usage of asymmetric
tunnels [16] for reducing the label space usage. In their
most recent work, they reduce per-packet overhead by
combining the concept of tunnels with label merging [17],
requiring a single label per packet.

The authors of [18] present an approach, where routers
can cooperatively decide on aggregating labels. The work
in [19] summarizes the mechanisms of traffic aggrega-
tion in MPLS-based VPNs, and presents a model for
bandwidth saving and forwarding state in the scenario,
where multiple VPNs share a single tree in the provider’s
network.

Karpilovsky et al [20] present a thorough analysis of
multicast traffic in an operator offering Multicast VPN ser-
vices to customers. Their conclusion is that the multicast
trees in the service provider’s network are sparse, covering
around 2-3 receivers, and only 13.3% has 20 receivers in
average.

V. CONCLUSIONS

In this paper, we discussed several autonomicity ques-
tions in different enterprise VPN scenarios: supporting
unicast and/or multicast communications between the
sites, utilizing legacy MPLS LSPs and trees, or utilizing
in-packet Bloom filters (iBF) for the forwarding plane.

We discussed, that in certain scenarios, the stateless
nature of the in-packet Bloom filter-based forwarding can
ease the management of the network, and provides a first
step towards autonomicity. We applied the GANA model
to our iBF-based forwarding architecture, and by intro-
ducing new Decision Elements, we illustrated autonomic
behaviors for optimizing the network usage, by allowing
trading-off the per-packet overhead, amount of forward-
ing state, and bandwidth usage in the network. Concrete
optimization algorithms are subject of our future work.
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